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Advancing Responsible Al Innovation: A Playbook

Foreword

Arnab Chakraborty
Chief Responsible Al Officer,
Accenture

Nearly three years into the world’s “generative artificial
intelligence (Al) moment”, Al technologies are rapidly
being woven into the fabric of our daily lives, societies
and economies. Advancing Al for innovation, human
rights and societal benefit demands intentional
design, ongoing oversight and active public-private
collaboration across stakeholders.

Industry plays a frontline role in Al governance
through a series of principles and practices
referred to as “responsible Al”. However, the
maturity in implementing these practices lags
behind awareness of its importance, resulting in

a responsible Al implementation gap. Business
leaders face several roadblocks in addressing this
gap that can arise from within their organizations,
such as evaluating Al use and risk at scale, as well
as those that emerge from navigating the broader
jurisdictional environment, such as fragmented
regulatory approaches. If unaddressed, this lapse
in Al governance is likely to erode confident Al
investment, compliance and public trust.

Over the past two years, the Resilient Governance
and Regulation working group of the World
Economic Forum’s Al Governance Alliance, with
support from Accenture as its knowledge partner,

Cathy Li

Head, Centre for Al
Excellence; Member of
the Executive Committee,
World Economic Forum

has mapped key challenges to the responsible Al
implementation gap and co-developed practical
mitigations. The alliance itself has become

the Forum'’s fastest-growing community, now
comprising over 650 global members from industry
leaders, governments, academia and civil society
collaborating to drive responsible Al innovation.

This playbook is the product of a sustained and
deliberate multistakeholder effort to address a
gap in Al governance and enable organizations

to advance their responsible Al efforts, building
upon our previous report, Governance in the Age
of Generative Al: A 360° Approach for Resilient
Policy and Requlation. By drawing on real-world
case studies, comparative policy analyses, and
insights from diverse communities and disciplines,
this work offers practical actions for business and
government leaders to build resilient, scalable and
adaptive governance systems for Al innovation.

While this playbook advances industry’s practice of
responsible Al, building a trustworthy Al ecosystem
requires collaboration across all stakeholders. We
invite decision-makers from civil society, academia
and government to join us in shaping a more
resilient global Al governance landscape.

Advancing Responsible Al Innovation: A Playbook
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Executive summary

A playbook for organization and government
leaders to advance responsible Al innovation.

Responsible artificial intelligence (Al) — the practice
of developing and managing Al systems that
maximize benefits and minimize the risks they
pose to people, society and the environment' —

is fundamental to sustainable innovation. Many
organizations report benefits from implementing
responsible Al, including improved efficiency and
enhanced customer trust.? Despite this, research
has found that less than 1% of organizations

have fully operationalized responsible Al in a
comprehensive and anticipatory manner.® This gap
in responsible Al implementation slows progress,
undermines trust in Al technologies and limits their
transformative potential.

Successful implementation of responsible Al
practices requires actions by business leaders as
well as coordination with policy-makers through
regulatory clarity, aligned incentives and cross-
sector collaboration.

Dimension 1:
Strategy and value creation

This playbook provides nine essential plays across
three key dimensions of responsible Al. Each play
offers complementary actions for the following:

Organizational leaders to

overcome internal roadblocks

Government leaders to

address ecosystem challenges
Both sets of actions are critical and maximum
impact comes from pursuing them in parallel.

Rather than prescriptive linear steps, the playbook
offers a flexible framework that organizations and
jurisdictions can adapt to their specific context

and maturity level. The result is a practical roadmap
for turning responsible Al from aspiration into a
competitive advantage — driving innovation while
building public trust to enable Al strategies to

reach their full potential.

Play 1: Lead with a long-term, responsible Al strategy and vision for value creation

Play 2: Unlock Al innovation with trustworthy data governance

Play 3: Design resilient, responsible Al processes for business continuity

Dimension 2:
Governance and accountability

Play 4: Appoint and incentivize Al governance leaders 1
Play 5: Adopt a systematic, systemic and context-specific approach to risk management 1
Play 6: Provide transparency into responsible Al practices and incident responses 7

Dimension 3:
Development and use

Play 7: Drive Al innovations with responsible design as the default

Play 8: Scale responsible Al with technology enablement

Play 9: Increase responsible Al literacy and workforce transition opportunities

Advancing Responsible Al Innovation: A Playbook 4



TABLE 1

Enable business value and competitiveness through
reliable and confident Al innovation

Increase adoption through enhanced customer/
consumer confidence in Al-driven products and services

Enhance employee inclusion and retention through
trusted Al adoption

Ensure robust risk management to mitigate legal,
financial and reputational exposure

Meet stakeholder expectations of innovation that
protects privacy and civil liberties

Proactively respond to technological developments
such as agentic Al, which depend on comprehensive
governance and established trust

Reduce regulatory burden with proactive responsible
Al implementation

Reinforce ecosystem partnerships by aligning
standards, facilitating interoperability and enabling
long-term innovation

Artificial intelligence (Al) is transforming the global
economy, enabling innovation, growth and social
advancement amid heightened technological and
geopolitical complexity. Sustainable adoption

of Al necessitates an ecosystem of intentionally

Despite increased awareness, responsible Al
practices by organizations remain immature.
Measured on a four-stage maturity scale, a 2025
survey of 1,500 companies found that 81% remain
in the first two early stages of responsible Al. While
the number of companies with a stage 3 maturity

Introduction

Responsible Al practices are critical
to unlocking sustainable innovation, yet
significant implementation gaps remain.

designed principles, guidelines and practices —
collectively referred to as “responsible Al” — to
effectively govern the technology for desirable
outcomes, as outlined in Table 1.

Responsible Al implementation by businesses matters to both organizations
and governments

‘ For organizations @ For governments

Promote economic growth through sustainable Al innovation

Safeguard human rights and freedoms that
may be challenged with Al adoption

Increase public trust in digital transformation by
ensuring transparency and accountability of organizations
implementing Al

Enable inclusive and adaptive policy frameworks built
on a foundation of organizational responsible Al maturity

Be globally competitive and secure national objectives
(e.g. sovereignty, cybersecurity, energy)

Promote innovation for all by ensuring equitable access
to Al benefits across communities

Enhance societal and environmental benefits,
especially within critical sectors

Improve delivery of government services with streamlined
operations and increased decision-making efficiencies

The responsible Al implementation gap

increased from 14% in 2024 to 19% in 2025, less
than 1% of companies are at stage 4 (Figure 1).* This
limited maturity is prevalent across organizations,
regions and sectors (Figures 2 and 3). Though the
“why” of responsible Al is largely understood, the
“how” remains elusive to most organizations.

Advancing Responsible Al Innovation: A Playbook 5



FIGURE 1 | Global responsible Al implementation in 2024 and 2025
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Stage 1: Organization’s responsible Al efforts are ad hoc

Stage 2: Organization has defined a responsible
Al strategy and framework, but its practical
implementation remains nascent

Stage 3: Organization has systematically implemented
a variety of responsible Al measures but lacks robust
anticipatory approaches to risk mitigation

Stage 4: Organization has fully operationalized
responsible Al, taking a systemic, anticipatory
approach that actively engages external stakeholders
and risks across the wider value chain and ecosystem

2024 2025
(n=1,000) (n=1,500)

. Stage 1 . Stage 2 . Stage 3 . Stage 4

Source: Research by Accenture and Stanford Institute for Human-Centered Al; Maslej, N., L. Fattorini, R. Perrault, Y. Gil, et al. (2025). The Al Index 2025 Annual
Report. Stanford Institute for Human-Centered Al; The responsible Al maturity index has been interpreted according to methods used in: Accenture. (2024).
Responsible Al: From compliance to confidence. A detailed definition of maturity stages can be found in this report.

FIGURE 2 | Responsible Al maturity by region
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(n=500) (n=500) (n=318) (n=104) Middle East
(n=78)
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Source: Research by Accenture and Stanford Institute for Human-Centered Al; Maslej, N., L. Fattorini, R. Perrault, Y. Gil, et al. (2025). The Al Index 2025 Annual
Report. Stanford Institute for Human-Centered Al; The responsible Al maturity index has been interpreted according to methods used in: Accenture. (2024).
Responsible Al: From compliance to confidence. A detailed definition of maturity stages can be found in this report.
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FIGURE 3

Responsible Al maturity by sector
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Aerospace, Communications, Financial Healthcare and Consumer goods Public Chemicals, energy,
automotive and media and technology services life sciences and services, retail services utilities and natural
transport (n=261) (n=222) (n=141) and equipment (n=70) resources
(n=240) (n=278) (n=288)
Stage 1 Stage 2 . Stage 3 . Stage 4

Source: Research by Accenture and Stanford Institute for Human-Centered Al; Maslej, N., L. Fattorini, R. Perrault, Y. Gil, et al. (2025). The Al Index 2025 Annual
Report. Stanford Institute for Human-Centered Al; The responsible Al maturity index has been interpreted according to methods used in: Accenture. (2024).
Responsible Al: From compliance to confidence. A detailed definition of maturity stages can be found in this report.

A playbook to advance responsible Al innovation,

informed by Al experts

This playbook is designed to help organizations
bridge the gap between responsible Al principles
and real-world implementation. It emphasizes the
importance of a strong, collaborative ecosystem,
one that fosters public-private partnerships
(PPPs) and international cooperation. Structured
around nine plays, across three dimensions,

the playbook offers practical guidance for

both organizational and government leaders

to tackle the internal and related external
challenges of responsible Al implementation.
While each play outlines coordinated steps and
complementary actions for organizations and
governments, the recommendations should be
considered in the broader context of critical efforts
led by other stakeholders, such as academia
and civil society.

The playbook is informed by insights gathered from
extensive research, working group feedback, expert
interviews and input from two in-depth workshops
on targeted responsible Al topics:

— Designing Effective Codes of Conduct (Global Al
Summit on Africa, Kigali, May 2025), co-hosted
with the Government of Japan, with the objective
of identifying effective strategies for public-private
collaboration in designing and implementing
context-specific Al codes of conduct.

— Unlocking Al Innovation through Responsible
Data Sharing (Al Governance Alliance
Community Meeting, San Francisco, June
2025), with the objective of developing practical
approaches to address data sharing barriers.

Advancing Responsible Al Innovation: A Playbook 7




Dimension 1:
Strategy and value creation

Align corporate strategy with responsible Al
innovation to create long-term stakeholder value.

This chapter outlines how organizations can embed responsible Al into their
strategic core, and the policy tools governments can use to incentivize such
practices within organizations.

Play 1: Lead with a long-term, responsible Al strategy and vision for value creation

Play 2: Unlock Al innovation with trustworthy data governance

Play 3: Design resilient, responsible Al processes for business continuity

Advancing Responsible Al Innovation: A Playbook 8



Lead with a long-term, responsible
Al strategy and vision for value creation

To secure both immediate Al opportunities and address evolving risk
environments, companies must integrate a responsible Al strategy into their
business strategy and Al innovation roadmap. For governments, organizational
responsible Al maturity is more than ensuring trust and confidence; it can serve
as a foundation for an adaptive Al policy life cycle necessary for new, dynamic
Al capabilities like multimodal, robotic, agentic and beyond.

Organization leaders

Key roadblocks that arise within the organization

Slow Al adoption, undermining responsible implementation priorities

Return on investment (ROI) pressure, sacrificing ethical safeguards for immediate returns

principles into scalable practices

Insufficient investment in responsible Al talent and tools, preventing organizations from operationalizing

Actions for organization leaders

— Embrace the strategic imperative underpinning
responsible Al commitments: Such practices drive
significant value (see Table 1) and can yield strong
improvements in product quality and contract win
rates.® To maximize benefits, C-suite and board
sponsorship is fundamental to aligning Al governance
with the organization’s broader strategy, requiring:

— Executive education on the capabilities
of Al and the value of responsible Al

— One-on-one engagement with each
C-suite member to discuss responsible Al
value to their function, emerging compliance
requirements and cross-functional alignment

— Dedicated Al leadership to own strategy,
buy-in and adoption (see Play 4)

— Set and socialize responsible Al vision
and principles: These must align with the
organizational mission and values and be
reinforced by policies, standards, and guidelines
supporting adherence and accountability (see
Case study 1). Maximizing responsible Al's benefits
requires shifting from an abstract bolted-on
approach to a methodologically integrated, tested

Legacy security and IT frameworks and standards that are not adapted to Al risk management

and refined science that ensures systematic and
context-specific risk management (see Play 5).
For example, Mastercard embeds accountability
tools and technical controls into its Al governance
programme to systematically evaluate, guide and
verify all Al system use across the enterprise.
Additionally, leaders must promote a culture of
mutual trust where employees view responsible Al
as a foundation rather than as an obstacle.

— Establish dialogue for continuous
employee input. For example, Microsoft
and the American Federation of Labor and
Congress of Industrial Organizations (AFL-
ClO), the largest US labour federation,
created the first-of-its-kind Al partnership. The
partnership’s priorities include direct feedback
mechanisms for labour leaders and workers.

— Be transparent in the purpose and limits
of Al'in the organization and how work will
be impacted.”

— Tailor training to enhance the use of Al
responsibly (see Play 9); build trust through
upskilling and redeploying employees with
Al-displaced roles.

— Align rewards to responsible performance.

Advancing Responsible Al Innovation: A Playbook 9



CASE STUDY 1
Telefdnica’s multi-pronged responsible Al strategy

Large organizations often struggle to implement enterprise- adoption, the company established a unified Al governance
wide responsible Al programmes. Rather than starting from framework that integrated compliance requirements
scratch, Telefénica, a global telecommunications company, alongside ethics to evaluate systems for societal impact,
began by building upon its existing risk-oriented privacy human agency and inclusivity.

governance model and participating in EU-wide efforts to

identify Al requirements. After defining a set of Al principles, Key insight

Telefonica piloted an Al Office, Ethics Expert Group and

Responsible Al Champions to steward adoption across Scaling responsible Al requires formalizing principles into
teams. The company also tested product and service a governance model that empowers teams, proactively
evaluation methodologies and initiated tailored training and manages risk, engages cross-functional expertise and
awareness-raising efforts.® For cohesive and accountable supports compliance across diverse regulatory environments.

@ Government leaders

which erodes the consistency of their strategies

Key roadblocks organizations encounter from the broader ecosystem

Sudden regulatory changes and limited guidance, forcing companies to frequently modify their visions,

Actions for government leaders

— Communicate jurisdictional responsible Al
goals: National approaches and expectations
regarding governance and regulation must be
clearly articulated to encourage organizations
to follow suit in communicating responsible Al
practices to their employees. Jurisdictions use
one or more approaches to communicate goals.
Examples include:

— National Al strategy: Brazil's Al Plan
(PBIA),° the US Al Action Plan,'® China’s
Al Action Plan'" and Costa Rica’s National
Al Strategy'?

— Codes of conduct: Canada’s Voluntary Code
of Conduct on the Responsible Development
and Management of Advanced Generative
Al Systems'® and the Hiroshima Al Process
Code of Conduct (see Case study 7)

— Guidelines: Egypt’s Charter for
Responsible Al'* and Australia’s Voluntary
Al Safety Standard'®

— Regulation: The European Union’s (EU) Al
Act, South Korea’s Al Framework Act, and
Japan’s Al Promotion Act showcase three
divergent approaches to comprehensive
Al regulation'®

Increased geopolitical competition and insufficient international Al governance cooperation, making
companies choose between geopolitical demands for rapid deployment and responsible Al practices

Enabling confident adoption by industry requires
balancing the frequency of goal revisions by
governments with predictability. Governments’
own implementation of robust responsible Al
practices can help set adoption expectations
for industry.

Incentivize industry implementation of
responsible Al: Jurisdictional incentives can
help ensure market goals maintain alignment
with public interest'” and that an organization’s
responsible Al goals also address macro-

level challenges like workforce, environmental
and information ecosystem impacts.

Jurisdictions are exploring varied incentive
approaches, such as:

— Preferred procurement: such as for Al
developers ensuring appropriate guardrails
in their models'®

— Financial penalties or rewards: including
tax incentives, grants or subsidies'

— Standardized frameworks: incorporating
expert-informed risk management
approaches and reporting templates for
responsible Al practices (see Play 6)

— Pubilicity: recognizing companies that
meet the jurisdiction’s communicated goals
(see Case study 2)

Advancing Responsible Al Innovation: A Playbook 10



CASE STUDY 2
Dubai Al Seal to prevent deceptive practices

When organizations exaggerate the Al capabilities of their @ Key insight

products and services (i.e. “Al washing”), it can negatively

impact the adoption of, and trust in, the offerings of reputable Governments are exploring novel methods (such as seals)

organizations. The Dubai Centre for Artificial Intelligence as alternatives or complements to traditional incentives

(DCAI) launched the “Dubai Al Seal”, which aims to verify (such as penalties) to encourage companies to implement

Al offering claims for businesses operating in Dubai. jurisdictional Al governance goals. For jurisdictions that

Companies are assessed on their activities and services, assess both voluntary guidelines and regulatory penalties

and their number of Al-specialized employees, projects to be currently unenforceable, seals may offer a middle path:

and partnerships.?® abiding by such guidance is still voluntary but can carry
tangible consequences from consumer buying power.

Advancing Responsible Al Innovation: A Playbook 11




Unlock Al innovation with trustworthy
data governance

Successful Al innovation depends on secure, high-quality and compliant
data access with controls on processing, consent, cross-border transfers
and Al deployment. Therefore, a modern data foundation must embed
security into data workflows and Al systems as well as upgrade traditional
security models.

Organization leaders

Key roadblocks that arise within the organization

Low data quality and legacy processes, undermining the reliability of company systems

wide insight generation

Isolated data ecosystems and fragmented governance, limiting cohesive data strategies and enterprise-

Complex approval processes, hindering internal and external data sharing

and risk mitigation strategies

Actions for organization leaders

— Implement an enterprise-wide data
governance strategy: Establish guardrails
for integrity and compliance that ensure data
quality, interoperability and traceability across
business units. Deploy data stewards to bridge
centralized and decentralized governance
approaches (see Case study 1).

— Reduce silos and streamline approvals:
Enable greater internal access to data insights
and the external sharing of data by reducing
legacy silos through data mapping exercises
and simplifying policy approval processes.

— Explore approaches to address data
scarcity: Ensure company access to a sufficient
volume of high-quality and representative data.
Consider these approaches:

— Share data between organizations:
Explore the variety of sharing models and
assess trade-offs. For example, data trusts
are managed by a third party with a fiduciary
duty to protect contributors’ interests,
whereas data cooperatives are member-

Data scarcity, especially in categories that are prone to underrepresentation, impacting model training

owned and governed. Organizations can
reduce data training concerns from potential
partners by contributing to efforts that
standardize Al-related contractual provisions
e.g. the Bonterms Al Standard clauses.?'
Proactive communication with the public on
the goals and limitations of a data-sharing
initiative is needed to secure trust and buy-in.

Collaborate on data analysis without
sharing raw data: One such method is
federated learning, where a shared Al model
is trained locally using data from decentralized
edge devices or servers and only the model
updates are shared with a central server for
aggregation. Another technique employs data
clean rooms — controlled environments where
organizations upload their data for the retrieval
of aggregated and anonymized insights.??

Synthetic data: Examine how synthetically
produced data may provide an alternative to
data scarcity. Care is needed to proactively
address governance challenges that synthetic
data introduces, such as realism validation with
non-replication of private data, provenance
documentation and bias replication.

Advancing Responsible Al Innovation: A Playbook 12



@ Government leaders

Key roadblocks organizations encounter from the broader ecosystem

Undefined data governance standards for generative Al, challenging data minimization principles

Fragmented data governance due to factors such as Al nationalism, the nascent adoption of Al standards
and conflicting regulations, affecting data sharing and interoperability

Limited incentives and lack of standards in emerging data exchange markets, preventing proper oversight
of data quality, provenance tracking and fair compensation

Legal ambiguities, generating resistance from companies to share data for fear that recipients will
use it to train Al models

Actions for government leaders

Clarify data governance to account for
generative Al: Assess the impact of generative
Al on how businesses are incentivized to
collect, retain, use and monetize data.

Identify and address gaps in current data
governance and content management policies.
Consider affordances needed for vulnerable or
marginalized populations, such as protecting
indigenous data sovereignty rights®® or children’s
rights®* (see Play 7).

Promote open and inclusive data
ecosystems: Develop and harmonize

policy and regulatory frameworks to enable
responsible data sharing, including legal
definitions and guidelines for emerging models
like data trusts and cooperatives. For example,
the EU’s Data Governance Act supports trusted
data intermediaries and promotes data altruism,
laying the groundwork for new stewardship

and sharing models.2® Communicate legal
clarity regarding when data can be used to
train models to incentivize sharing without fear
of exploitation. In the US, the Al Action Plan
directs the National Science Foundation and
Department of Energy to create secure compute
environments for controlled Al access to
restricted federal data, alongside the creation of
an online portal for a demonstration project.?®

Data market concentration generating information asymmetries and stifling competition, particularly
for small- and medium-sized enterprises (SMEs) and start-ups

Enable secure sharing through:

— Experimentation support: Establish
regulatory sandboxes to test sharing models
without facing compliance risks and provide
compliance-by-design tooling.

— Mutually beneficial data-sharing markets:
Promote conditions of clear rules on use,
value measurement, contributor rights and
compensation, including for aggregators
and individuals. Financial markets offer a
proven blueprint: just as analysts evaluate
stocks and shareholders earn dividends,
data markets could employ analysts to
assess data quality while compensating data
owners for their contributions.

— Shared data infrastructure: Facilitate secure,
ethical and sovereignty-respecting access
to high-quality domestic and cross-border
datasets (see Case study 3).

Address synthetic data macro-challenges:
While synthetic data offers an alternative to
data scarcity, it requires addressing challenges:
incentivizing foundation models to revise

usage policies that prohibit synthetic data
production, providing transparency into biases
and limitations, and preventing negative
externalities following mass adoption (e.g.
model collapse).?”

Advancing Responsible Al Innovation: A Playbook 13



CASE STUDY 3
Legal framework for hosting foreign data in Saudi Arabia

Fragmented legal frameworks introduce compliance barriers,
particularly regarding data sovereignty, limiting a jurisdiction’s
ability to attract foreign investment to support Al economic
development. In 2025, Saudi Arabia announced a Global Al
Hub law that introduces three models to host foreign data
within its borders while balancing data sovereignty rights with
international cooperation.?® The law enables Saudi Arabia to
terminate any arrangement for reasons related to security,
sovereignty or diplomacy, with a built-in transition period to
facilitate data migration.

@ Key insight

Such an approach signals a shift towards territory-sensitive,
sovereignty-respecting data infrastructures. New business
opportunities are opened, but risks may still need to

be assessed by organizations — such as ensuring legal
adaptability, technical compliance and risk preparedness

in environments where sovereignty-related constraints can
rapidly shift regulatory control.

L ]

Advancing Responsible Al Innovation: A Playbook

14




) Play 3

Design resilient responsible Al processes
for business continuity

Resilience is needed to future-proof organizations’ Al strategies and

their governance, ensuring their adaptability to Al convergence with
other technologies,? emerging Al architectures, models and capabilities,
and regulatory shifts. Organizations must also embed resilience, ensuring
novel risks and opportunities are tackled as they arise.

Organization leaders

Key roadblocks that arise within the organization

Problems in interpreting how current regulations affect Al

to invest in responsible Al

Actions for organization leaders

— Invest in strategic foresight: Reduce
uncertainties with methodological approaches,
such as:

— Horizon scanning: A structured evidence-
gathering process that explores the strategic
environment for early signals of change.*°

— External engagement: With regulators,
standards and norms-making bodies to
anticipate evolving policy directions, and
with industry, academia and civil society
to stay abreast of technological and
societal developments.

— Scenario planning: Methods that prompt
organizations and individuals to look beyond
their assumptions of the future.

— Adopt a resiliency framework: Prepare for
unknown unknowns, including through adopting
a resiliency framework that wraps around
risk management:

— Contingency planning: Identify each
system that is critical to safety, mission,
business, and security®' and which, if
impacted, could pose significant damage

Ambiguity in the interpretation of Al regulations, creating uncertainty among companies about how

to the organization, its offerings, or the
public. Prepare business continuity and
contingency plans.

— Knowledge sharing: Prioritize multi-
directional knowledge sharing (e.g. incident
reporting or policy changes) that capture
evolving Al uses, risks, and opportunities.
However, balance policy adaptation
frequency with predictability to enable
adherence.

Balance global consistency and local
responsiveness: Multinational organizations
must anchor Al governance in non-
negotiable global principles while balancing
local adaptation that reflects cultural and
regulatory realities.

Prepare for fragmentation but invest in
interoperability: Organizations operating
across jurisdictions should harmonize multiple
Al risk frameworks by mapping common
and competing elements to a unified master
control set and crosswalk customized

to the organization.®? Organizations can
enhance interoperability by engaging in
international forums like the International
Standards Organization (ISO), adopting
broadly recognized standards and sharing
best practices (see Play 5).

Advancing Responsible Al Innovation: A Playbook 15



CASE STUDY 4

Infosys “comply up” general standard

Infosys adopts a “comply up” strategy, applying the highest
global Al compliance standards — like those in the EU Al

Act — across all operations worldwide. This unified approach
eliminates complexity from fragmented regulations while
exceeding client expectations, as partners increasingly
demand robust, responsible Al practices regardless of local
requirements. Infosys proved this model’s effectiveness

with data privacy, where compliance with the California

Consumer Privacy Act (CCPA) created a strong baseline
for global operations.

Key insight

Adopting the highest responsible Al standards across all
jurisdictions streamlines operations and ensures consistent
compliance regardless of the regulatory regime.

@ Government leaders

Key roadblocks organizations encounter from the broader ecosystem

Tensions arising from conflicting laws and overlapping authorities, creating difficulties in law enforcement
and compliance®

Actions for government leaders

Resolve regulatory tensions and ambiguities
between sectoral and cross-cutting Al
regulations: Provide organizations with clear
guidance on compliance requirements.®

Prototype Al governance frameworks:
Enhance policy efficacy and feasibility,
and mitigate externalities (e.g. economic
or rights/freedoms infringements), through
policy prototyping, which borrows design
and research practices from products
and services.®

Best practices include:

— Incentivized participation: Across
organization size, sector, expertise and
the public to ensure prototyping considers
all impacted parties and their concerns
(e.g. intellectual property loss).

— Clear criteria: Set goals, metrics and
benchmarks for success upfront.

— Robust methods: Avoid testing in isolation
from existing policies, policy-making
processes and enforcement practicalities.
Layer prototyping approaches and
prototype at multiple stages (see Figure 4).
Refine through agile iteration cycles and
feedback loops.

Al regulatory fragmentation and policy instability, generating prohibitive compliance costs®* and
threatening confidence in investments in responsible Al practices

— Transparent process: Document and
communicate decisions, changes and
rationale throughout the process. Provide
sufficient time for submission and review
of feedback.

— Independence: Prototyping should be
adopted in a manner that bolsters rather
than impedes a policy-making process,
representing and benefiting the entire
population. For example, organization
participation for ulterior motives (e.g.
regulatory capture or dilution of policy
accountability) should be deterred.

Promote jurisdictional interoperability
through multilateral Al governance
frameworks: Set shared principles, standards
and certification protocols to drive innovation and
safety while respecting national interests. Help
businesses make sense of multiple frameworks
through developing crosswalks e.g. the National
Institute of Standards and Technology (NIST)

Al Risk Management Framework (RMF) and
Japan Al Guidelines for Business.®” Consider
participation in multilateral forums that enable
international cooperation (e.g. the World
Economic Forum’s Al Governance Alliance

and the Commonwealth Artificial Intelligence
Consortium), as well as collaboratively working
towards reducing fragmentation (e.g. China-
Pakistan Al Cooperation efforts on innovation
and governance).*®

Advancing Responsible Al Innovation: A Playbook 16



— Provide foundational support to enable — Sandboxes: The UK’s Financial Conduct
organizations in responsible Al: Some Authority (FCA) offers services for safe
approaches could include: experimentation to firms in various stages

of Al, from discovery to use.*® Firms gain
— Resources and tooling: Singapore regulatory support and validation for
provides governance frameworks, tools, confident adoption, while the FCA gains
training and certifications, such as the practical insights to shape future oversight
Model Al Governance Framework and Al and policy. Another example is the
Verify Foundation. Government of India’s effort, in collaboration
with the Centre for the Fourth Industrial
— Ecosystem champions: Canada has Revolution India, to develop a roadmap
established three non-profit Al Institutes for establishing an Al sandbox ecosystem
(Amii, Mila and the Vector Institute) that serve tailored to India’s unique needs and
as third-party facilitators of cross-sector sectoral priorities.*
interaction and public-private engagement to
align priorities and share best practices.
FIGURE 4 | When to prototype policies and regulatory frameworks

(® Pre-proposal (® Post-enactment
Bolsters policy adaptiveness Address ambiguities
and enforcement gaps
Example
Open Loop, a Meta-led initiative, Example
prototyped a framework aimed The General-Purpose Al Code
at informing discussions in the of Practice, developed through
EU regarding a potential engagement with over 1,000
risk-based approach to Al stakeholders, is designed to help

industry comply with the EU Al
Act’s rules on general-purpose Al

Example
Example Canada's financial regulator, the Office
In the US, cost-benefit analysis of of the Superintendent of Financial Institutions
regulations is required as part of the (OSFI) consulted stakeholders on revising
federal rulemaking process, Al model risk guidance, with feedback
enabling policy-makers to consider suggesting only scope adjustments
the best policy alternative and clarifications were needed, thus avoiding

major changes and prototyping challenges

@ Pre-enactment
Identifies unintended consequences @ Post-enforcement
and operational needs Examines potential material changes
via ongoing efficacy monitoring mechanisms

Sources: Meta Open Loop. (2021). Al Impact Assessment: A Policy Prototyping Experiment; US Library of Congress. (2024). Cost-Benefit
Analysis in Federal Agency Rulemaking. https://www.congress.gov/crs-product/IF12058#; European Commission. (2025). General-

Purpose Al Code of Practice now available. https://ec.europa.eu/commission/presscorner/detail/en/ip 25 1787.

Advancing Responsible Al Innovation: A Playbook 17



Dimension 2:
Governance and
accountabllity

This chapter addresses the internal governance structures and external
incentives needed to empower leadership and ensure that responsible Al

becomes a durable organizational capability.

Play 4: Appoint and incentivize Al governance leaders
Play 5: Adopt a systematic, systemic and context-specific approach to risk management

Play 6: Provide transparency into responsible Al practices and incident responses
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i) Play 4

Appoint and incentivize Al governance leaders

Responsible Al senior leaders enable robust governance frameworks that
provide boards of directors with assurance of regulatory compliance across
the enterprise, consistent risk thresholds and strategic business alignment.

Organization leaders

Key roadblocks that arise within the organization

Highly unstructured governance, unclear accountability, and insufficient top-down guidance affecting the
implementation of “responsibility”*!

Problems in identifying and hiring leaders with interdisciplinary knowledge

Misalignment between business functions, inducing misunderstandings about Al definitions, risks,
responsibilities and success metrics

Actions for organlzatlon leaders — Promote cross-functional alignment:
Intentionally align on terminology and
— Appoint a senior Al governance leader expectations by defining key Al terms
and cross-functional Al governance body: accompanied by examples, including
This provides confidence in Al risk oversight edge cases.

and compliance and supports alignment with

broader business objectives.

Key factors include:

Set Al governance as the leader’s
primary responsibility: If resources

only afford designation as an additional
responsibility, ensure the individual can be
sufficiently dedicated to the role.

Evaluate where to house Al governance:
Examine the trade-offs of housing
governance responsibilities within an

existing or new function. Organizations
report variability in focus areas for individuals
assigned to responsible Al, such as privacy,
ethics and risk, or analytics.*? Ensure leaders
are resourced to act cross-functionally to
advance end-to-end governance.

— Segregate duties: Separate responsibilities
between delivery and assurance teams
and distribute discrete critical functions of
authorization, custody, record-keeping and
reconciliation across independent teams.
Prevent any single entity from holding
unchecked control over Al processes or
assets to reduce risks of errors, fraud and
regulatory breaches.

Use a phased approach to maturing

Al governance: Start with a centralized
governance model (e.g. a cross-functional
committee) to ensure consistency

and accountability. As practices mature, evolve
towards a more federated or hybrid model that
empowers business units with context-aware
oversight (see Case studies 1 and 5).
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As Al adoption accelerated across functions, e& (formerly Key insight

Etisalat Group) identified a need for structured governance

that could guide decentralized use case owners in navigating Embedding governance through functional steering

complex risks. e& established an Al Governance Steering ownership increases early-stage risk flagging.
Committee — with representatives from data privacy, Further, ongoing regulatory refreshers ensure Al risk
cybersecurity, enterprise risk and technology — to provide awareness remains actionable and enabled across
advisory support, risk reviews and escalation paths for decentralized teams.

use cases. Regular cross-functional refreshers help the
committee remain aligned with evolving standards.

Government leaders

Unclear responsibility allocation across the Al value chain, creating systemic risks and deterring
organizations from establishing responsible governance frameworks

governance across the Al supply chain

Actions for government leaders

— Increase responsibility clarity on Al supply
chain: Motivate companies to allocate
responsibility internally by clarifying responsibility
at the supply chain level.

Key actions include:

— Examine the problem: Understand the
varied underlying challenges to clarifying
allocation, especially in the generative Al era,
to enhance the efficacy of solutions.*®

— Promote ecosystem actions: Addressing
supply chain challenges requires
coordinated efforts. Governments
should incentivize industry evaluations

Lack of shared accountability mechanisms among Al stakeholders, diluting oversight and weakening

and benchmarks, define criteria for
responsibility transfers and advance
international alignment on responsibility
allocation norms.

Exemplify responsible Al leadership: In
addition to setting up Al leaders across
government functions — such as a national
chief Al officer, Al leaders in government
agencies or a cross-cutting chief Al officers
council* — publicly appoint or designate
senior governance leaders with well-defined
responsibilities. A supporting body, such as
Canada’s proposed Al ethics review board,
can enhance framework adoption by providing
responsible Al guidance to higher-risk or
impact projects.*
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Adopt a systematic, systemic and context-
specific approach to risk management

The business implications of unmanaged Al risk exposure are far-reaching.
A systematic, systemic and context-specific approach is needed to align
responsible Al decision-making with risk-exposure and tolerances specific
to the organization’s business size, sector, jurisdiction, operational structure
and other contextual attributes.

Organization leaders

Al implementation“®

Key roadblocks that arise within the organization

Misperception of responsible Al maturity, creating an overestimation of progress in responsible

enterprise responsibility

Underestimation of risk management, viewing it more as a niche technical challenge than as an

Low prioritization of risks, affecting Al risk mitigation and management measures, especially for
organizations with limited resources despite the various Al risk management frameworks available

software with Al features

Actions for organization leaders

— Conduct a maturity assessment: Companies
should assess the current state of their responsible
Al implementation. For example, the Global
System for Mobile Communications Association’s
(GSMA) Responsible Al Maturity Roadmap is an
industry-led initiative to help telecommunications
organizations adopt and measure responsible and
ethical approaches to AL#

Best practices include:

— Comprehensive: Review governance
structures, policies, standards, risk
management processes, technical
safeguards, workforce capabilities, data
practices, accountability mechanisms and
alignment with responsible Al principles.

— Context-specific: Perform assessments
that are tailored to the context.

Outdated procurement reviews, preventing the assessment of risks from Al vendors and third-party

— Repeat: Assess regularly to identify
improvements, as well as responsible
Al impacts and gaps that emerge with
the evolving landscape.

— Communicate: Provide the public
with transparency into the state of the
organization’s responsible Al practices
(see Play 6).

Tailor high-level external frameworks to
organizational contexts: Invest in adapting
generalized risk assessment frameworks to
internal control structures, define sector-specific
risk scenarios, and integrate standardized and
repeatable risk management processes into

the organizational value chain and Al life

cycle checkpoints: design, development,
procurement, deployment and decommissioning
(see Case study 6).
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— Make use of emerging context-specific
guidance: Organizations should consider
participating in community-based working
group efforts that are under way to interpret
actor-agnostic risk management frameworks
for specific business contexts, such as
MLCommons and the OWASP Generative Al
Security Project. Examples of context-specific
frameworks include:

— Activity-based: Risk Management
Framework for the Procurement of
Al Systems (RMF PAIS 1.0), adapted
from traditional risk management
frameworks (e.g. ISO 31000).%

Size-based: Responsible Al Startups (RAIS)
Framework, providing guidance for the
venture capital industry for investing in early-
stage companies.*

Sector-based: Monetary Authority of
Singapore’s Artificial Intelligence Model Risk
Management information paper, providing
guidance for financial institutions.*®

Contradictory recommendations could emerge from
using multiple context-specific frameworks, which
can be mitigated by Al literacy and accountability.

Workday aligned cross-functionally to map its existing controls Key insight

covering policy, risk evaluation and third-party tool assessments

to the NIST Al RMF’s categories and taxonomy. An Al Advisory By operationalizing NIST Al RMF into standardized templates
Board, including C-suite executives, steered the programme, and tooling, organizations can continue to refine their risk
managed edge cases and enforced reporting lines between management approach while embedding controls into
developers and governance teams. Workday also implemented existing processes to advance responsible, transparent

an RMF-based responsible Al questionnaire for evaluating third- | and risk-aware Al deployment at scale.

party Al tools and updated its data sheets for transparency.®

Government leaders

Competing incentives to self-assess responsible Al maturity, creating fear that limitations in their
responsible Al capabilities will expose them to legal liability

Limited awareness of industry best practices, affecting their risk management strategies
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Difficulty in adapting industry- or actor-agnostic risk management frameworks, such as NIST or ISO, due
to high workload, complexity of guidelines, and limited human and financial resources of organizations®
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Actions for government leaders

Drive development of context-specific
frameworks: Where possible and practical
with local norms, interpret widely accepted
frameworks. This can prevent a fragmented
landscape, where each industry and sub-
industry develops its own Al governance
terminology, definitions and practices.

Recommended actions in developing context-
specific frameworks include:

— Engage stakeholders: Gather diverse
expertise across sectors, company sizes, and
impacted end-users and communities, e.g. the
US Al Action Plan requires NIST to convene a
broad range of stakeholders to accelerate the
development and adoption of domain-specific
national standards for Al systems.®

— Map context: Identify risks, opportunities,
regulatory requirements and context-specific
guidance, such as those provided by an
industry group or civil society organization.

— Draft framework: Detail policies with
accountability structures, use cases and best
practices. Provide tiered governance models
with essential controls and progression
paths as organizations grow.

— Prototype: Gather public feedback on drafts
and pilot-test with organizations (see Play 3).
Ensure ongoing evaluation and refinement.

— Incentivize adoption: Provide
framework training and a Q&A channel
for communication with policy-makers to
enhance uptake. Test rewards for adoption,
such as compliance recognition.

Promote open sharing of responsible Al
resources: Sharing best practices, case
studies and tools can enable access to context-
specific insights and prevent unnecessary
trial-and-error lessons already learned by other

organizations. For SMEs, access to responsible
Al tools is critical to implementation. Single-
entry-point resource repositories should be
developed or enhanced when they already
exist. Examples include the Organisation for
Economic Co-operation and Development’s
(OECD) Catalogue of Tools and Metrics

for Trustworthy Al,** Canada’s Al and Data
Governance Standardization Hub® and the
World Bank Group’s Al-in-Government Case
Study Repository.5®

Factors behind a successful repository include:

— Scope: Clear objectives such as target
audience, resources and outcomes

— Accessibility: Multi-language support and
navigable search and retrieval with relevant
labels

— Quality: Reliable, curated and up to date
— Comprehensiveness: Diverse contributions

— Inclusivity: Caters to diverse expertise and
businesses with varying levels of maturity
and resources

— Transparency: Governance and curation

— Sustainability: Long-term funding and
maintenance

— Incentivized contribution: Reputation
promotion, privileged access to additional
content, IP and confidentiality assurances

Cooperate internationally to reduce the
digital divide: Insufficient participation from
global majority countries in international

Al governance discourse can lead to

significant knowledge gaps about Al risks

and opportunities. Additionally, cooperation is
needed to ensure that Al addresses, rather than
exacerbates, current structural limitations and
power imbalances for the global majority related
to infrastructure, data and talent.®”
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Provide transparency into responsible
Al practices and incident responses

For industry and government leaders alike, transparency is foundational to
trust, legitimacy and regulatory preparedness. Expectations rely on evidence
of oversight, mitigation and continuous improvement. As governments begin
mandating Al transparency requirements, companies that proactively develop
reporting mechanisms will be better positioned.

Organization leaders

Key roadblocks that arise within the organization

Gaps in the continuous monitoring of Al impacts and their downstream effects, reducing early detection
and mitigation

Unassessed third-party Al tools, limiting the ability to accurately track Al risks across the enterprise

A lack of consensus on responsible Al technical standards and of contextually relevant criteria in
assessment frameworks, failing to account for risk variation by sector and use case,® complicating efforts
to effectively benchmark and audit Al systems across jurisdictions

A lack of enterprise-wide protocols, impacting escalation processes for identifying and reporting
Al incidents — these remain inconsistent and reactive

Actions for organization leaders — Prioritize custom tests and metrics over
generic benchmarks: Increase compliance and
reduce risk exposure by encompassing domain-

— Champion employee self-reporting: Support and application-specific risk areas and regulated

an environment of information sharing and activities. Prioritize inclusive benchmarks that
transparency. Develop accessible mechanisms account for diverse user bases to improve

for employees to raise concerns or report assessment of reasoning, ethics and linguistic
incidents related to Al. depth across global contexts.®°

— Establish incident response plans: — Provide transparency into responsible

Define standardized typologies of Al Al practices: Document all Al use cases in
incidents (e.g. harm to users, environmental Al inventory reporting systems, in terms of
overconsumption, fairness violations) and set use, purpose, data sources and ownership.
disclosure thresholds that trigger internal Maintain an Al risk registry to track potential
reviews or external reporting. One potential and realized risk and mitigation guidelines. Use
resource is MIT’s Al Incident Tracker, a tool transparency instruments to provide insight

that uses Al to process reports from the into the organization’s responsible Al practices
Responsible Al Collaborative’s Al Incident (see Table 2). With increasing expectations of
Database before categorizing them with reporting on responsible Al practices, companies
established frameworks, as well as risk and need to proactively adapt and translate their
harm severity assessments.®° internal governance policies for a public audience.

Advancing Responsible Al Innovation: A Playbook 24



Key roadblocks organizations encounter from the broader ecosystem

Limited incentives to report on responsible Al practices, discouraging companies from sharing information
for fear of facing reputational and liability issues

Lack of standardized incident reporting protocols, impeding the collection of reliable and comprehensive

data, critical for preventing and mitigating future incidents

Opacity of Al's environmental impact: 84% of generative Al use is done through undisclosed models.®’
As Al adoption grows, data on the environmental impacts is increasingly scarce, fuelling misinformation
and public misconceptions.

Ethics washing occurs when companies overstate their capabilities in responsible Al, creating an uneven
playing field where genuine efforts are discouraged or overshadowed by exaggerated claims.

Static benchmarks becoming misaligned with emerging risks, especially as many popular benchmarks are
reaching saturation points or suffer from a lack of transparency, reproducibility and real-world relevance

Actions for government leaders

Assess the state of responsible Al

practices in the industry: Policy-makers must
understand the state of responsible practices
by Al providers and industry users within their
jurisdiction. Such assessments can:

— Incentivize organizations to measure
maturity: Build awareness of the actual
state of responsible Al practices within
the organization.

— Support evidence-based policy: Educate
policy-makers on industry practices and
responsible Al implementation challenges.

— Prevent unnecessary regulation: In cases
where enough companies demonstrate
proactive and sufficient risk management.

— Provide insights into forthcoming Al
capabilities: Stay abreast of developing
Al to assess potential opportunities and
challenges of jurisdictional interest, such
as national security.

Jurisdictions should consider the advantages
and limitations of various reporting instruments
when incentivizing industry to report responsible
Al practices (see Table 2). Layering multiple
instruments can help offset trade-offs and
bolster overall efficacy (see Case study 7).
Mandating reporting in select instances may
offset participation challenges. Additionally,
governments should support academia, civil
society, and third-party efforts to assess the
state of responsible Al practices.

Standardize and incentivize risk and incident
reporting: Promote compliance, data quality and

insights gathering across jurisdictions through
harmonized taxonomies, safe harbour provisions,
and interoperable disclosure platforms that
encourage transparency while safeguarding
innovation. The level of disclosure for risks and
incidents may vary depending on the audience
and availability of expertise and resources
required to analyse information.®? Disclosures
must balance data privacy and security,
particularly when reporting incidents related to
vulnerable populations. Participation incentives
for reporting could include access to other
organizations’ reported incidents or mandated
disclosure. For example, the EU Al Act requires
general-purpose Al model providers of high-risk
systems to “track, document and report relevant
information about serious incidents and possible
corrective measures to address them.”®

Drive the evolution of benchmarks and
standardize validation: Access to updated
code, test sets and validation methods is
needed to ensure companies and regulators
base decisions on accurate metrics for system
performance. Convene industry, academia
and civil society to identify benchmarks

and standards for Al safety assessments
across industries and contexts. For example,
Singapore’s Global Al Assurance Pilot
gathered 17 organizations from 10 industries
and nine countries to co-develop norms and
practices for generative Al testing.5

Facilitate environmental transparency
disclosures: Considerations must be given

to voluntary or mandatory industry-wide
measures that include publishing impact data
(e.g. energy, carbon, water) across the Al value
chain, integrating Al's environmental costs into
corporate reporting and procurement, and
developing standardized verification processes
(see Case study 2).%°
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TABLE 2

Content type

Commitments

How an organization
says it will implement
responsible Al

Claims

How an organization
self-reports its
responsible

Al practice

Evidence

How an organization
substantiates

its responsible

Al practice

— Individual: Informal (blogs, speeches) or formal
commitments (principles, policies, frameworks)
e.g. Perplexity Acceptable Use Policy®

— Joint: Commitments from multiple organizations
(see Case study 7)

— Reports: Detailing practices e.g. Microsoft 2025
Responsible Al Transparency Report®

— Cards: Insights into the development, governance
and safety of an Al model, system of models, or
service e.g. Cohere Command R and Command R+
Model Card®®

— Certifications: A review typically aligned with a
set criteria e.g. Anthropic certified by Schellman
Compliance, LLC against ISO/IEC 42001:20237°

— Sandboxes: Third-party controlled or monitored
environments for Al testing e.g. the United Arab
Emirates regulatory sandboxes’

Instruments for reporting on responsible Al practices, by content

Instruments Considerations (non-exhaustive)

Advantages:

— Agile method for signalling norms

— Flexible to organization context

Limitations:

— Low adoption with varied adherence

— Limited public evidence correlating responsible
Al commitments with implementation®”

Advantages:

— Provides a benchmark for other companies

— Promotes feedback and accountability

Limitations:

— Variability can hinder standardized comparisons
across multiple companies

— Self-reporting bias may occur

Advantages:
— Provides credibility if certified by a reputable party

— Incentivized adoption in pursuit
of market differentiation

Limitations:

— Variability in certification methods risk
practice fragmentation

— Costly to implement and address renewal needs

CASE STUDY 7

The Hiroshima Al Process International Code

of Conduct and Reporting Framework

In 2023, under Japan’s presidency, the G7 launched the
Hiroshima Al Process, resulting in the Hiroshima Process
International Code of Conduct for Organizations Developing
Advanced Al Systems.” This voluntary code promotes
ethical, transparent and secure practices. To reinforce
accountability, the G7 and OECD introduced a voluntary
reporting framework in 2025 for organizations in member
and partner countries. While initial reports were submitted,
variations in detail and transparency highlighted limitations
in consistency and comparability. The framework’s voluntary

nature also raised challenges in participation and adherence.

The G7, under its Canadian presidency, is exploring
additional incentives and clearer guidance. There is also a

forum led by Japan for broader collaboration through the
Hiroshima Al Process Friends Group, which now comprises
56 countries and regions.”® Increasing participation by
organizations across diverse jurisdictions will also require
reporting requirements to consider language and timing.

@ Key insight

Commitments to voluntary frameworks alone are insufficient
for ensuring transparent and accountable responsible Al
practices by organizations. They likely require the layering
of instruments to assess claims (see Table 2), such as
standardized reporting.
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Dimension 3:
Development and use

Oversee the life cycle of responsible
Al development, acquisition and use.

This chapter focuses on indispensable technological tools, technical standards
and ongoing governance enablement across the Al life cycle, from acquisition
and design to deployment and ongoing monitoring.

Play 7: Drive Al innovations with responsible design as the default Z
Play 8: Scale responsible Al with technology enablement /1
Play 9: Increase responsible Al literacy and workforce transition opportunities /1
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Play 7

Drive Al innovations with responsible
design as the default

For responsible Al implementation to succeed at scale, organizations must
reconfigure the foundational conditions that shape how Al is designed into
products and services. Without integrating responsible design principles,
even well-intentioned human-Al interaction design methodologies can erode
user trust and social well-being.”

Organization leaders

Key roadblocks that arise within the organization

A narrow focus on user understanding, well-being and agency’® in human-Al interaction design, resulting in
employees lacking awareness of the system’s capabilities and limitations, over- or under-trust in Al outputs,
flawed decisions/outcomes, uninformed or forced consent, limited transparency and an inability to provide
feedback or challenge decisions

Over-optimization based on positive user experience metrics, while neglecting harmful edge cases, can bias
modern design approaches such as user-centred, behavioural or frictionless design, enabling manipulation,
misuse, addictive use, polarization, and privacy or safety risks

Lack of leadership support and weak incentives for responsible innovation, perceived as antagonistic to fast-
paced, agile workflows, forcing teams to navigate short- and long-term trade-offs alone, and avoiding more
comprehensive design and development cycles for responsible Al practices
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Actions for organization leaders

— Prioritize and resource responsible Al design
practices: Efforts to encourage and adequately
resource responsible design practices within the
organization include:

— Embed responsible design into performance
metrics, resource allocation and recognition
programmes.

— Encourage employees to question existing
design approaches and instil ethical and
compliant measurements of success.

— Design for potential negative outcomes by
identifying risks and failure scenarios. Build
systems with resilience and mechanisms to
“fail safely” to ensure continuity and minimize
impact when issues arise.”

— Re-evaluate products already deployed’”
to assess gaps in responsible design.

— Integrate responsible Al criteria into
procurement and third-party risk management
processes to mitigate downstream risks and
signal responsibility expectations.”® Including
confidence scores, limitation warnings or a
reduced authoritative tone can mitigate the
impacts of hallucinations.

Build awareness and ownership of
established design principles: Increase
understanding of design-specific risks and
mitigations. Assign responsible Al stewards
across product teams (see Case study 2) and
integrate multi-disciplinary design teams into the
Al development life cycle.

Empower users as partners in responsible

Al: Engage users (e.g. employees, customers
and partners) to contribute to responsibility
throughout the Al life cycle (see Case study 8).
For instance, experts from MIT and Stanford
University proposed a new framework that allows
third-party users to disclose flaws and monitor Al
developers’ responses and resolutions.”

CASE STUDY 8

Co-designing with children for responsible Al innovation

Current Al product development often lacks sufficient @ Key insight

consideration of children’s rights and well-being, leading to

potential issues with inappropriate content, bias and unequal The research revealed that children both understand
access. The Alan Turing Institute, in collaboration with the LEGO the implications of generative Al and are eager to shape
Foundation, developed a participatory research process to its future, sharing concerns about misinformation,

explore how generative Al impacts children.®’ The project — which | environmental impact and online safety. Children favoured
surveyed over 1,700 children, parents, caregivers and teachers — socially beneficial Al uses and opted for creative offline
conducted school-based workshops to capture children’s direct alternatives when available. This study demonstrates that
experiences with tools like ChatGPT and DALL-E. The report involving users as active partners in product design provides
recommends a child-centred approach to generative Al, including | valuable insights to identify or mitigate risks and harms.
the meaningful involvement of children in the design process.
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@ Government leaders

Key roadblocks organizations encounter from the broader ecosystem

Absence of guiding principles, benchmarks, and shared accountability structures, impacting responsible Al
design and implementation.

New Al industries without design standards, such as Al therapy and companionship (which are emerging as
the number-one generative Al use case®’), highlight sensitive data collection and privacy concerns and pose
unique challenges in terms of trust and security, drawing attention to the need for metrics that assess risk

across psychological, ethical and social dimensions.

Misaligned expectations across the Al value chain, from third-party vendors to the organization’s specific
responsible Al practices, leading to friction or inconsistencies in downstream use.

Actions for government leaders

Take a socio-technical approach to

risk management: Evolve government Al
frameworks, policies and regulations to

move beyond narrow technical engineering
perspectives and consider the role of broader
societal forces in determining Al's outcomes.®?
Example approaches include:

— Fund interdisciplinary research on Al’s
economic, social, environmental and
political effects.

— Ensure employees have a voice in the
deployment of workplace Al technologies,
including protecting organizing rights,
strengthening whistleblower protections and
prohibiting surveillance practices that deter
collective action or expression.

— Prevent outsized influence from any
individual stakeholder group in deciding
what constitutes risk or harm, or to what
values Al should be aligned.®

Harmonize responsible design standards for
Al: Collaborate across borders and work with
the design community and impacted stakeholder
groups to create consensus around design risks
and mitigation approaches (see Case study 8).
Develop public toolkits to drive awareness and
fund sandboxes to experiment with safety-
centred user experience (UX) innovation.
Encourage adoption of standards and
frameworks for impacted stakeholder groups.
For example, Al products used by children

need design standards for age-appropriate
interfaces, explainability and safeguards against
manipulation, false or misleading information.®

Reliance on venture capital or corporate backing as Al funding models, prioritizing short-term monetization
and market success over long-term governance of products that promote the common good.

Address evolving human-Al interaction
impacts: Adopt a multi-pronged approach,
which could include:

— Informing ethical design standards with
multi-disciplinary research that assesses
impacts across diverse stakeholder groups,
such as child-% or older adult-facing®
products offering Al companionship.

— Proactively examine emerging areas of
human-Al interaction, such as Al use in
neurotechnology.

— Assess impacts on data practices, including
collection and monetization of sensitive data,
such as for engagement-based design.
Address gaps in data governance policies
(see Play 2).

— Creating public campaigns to increase
awareness of the benefits and risks,
including Al literacy in education systems.

— Working with multilateral bodies to
enforce broad international adherence to
human rights.

Incentivize the diversity of business
models: Encourage approaches to alternative
revenue generation opportunities that can
deliver Al products with greater human
alignment and evaluate models based on
measures of success beyond profit and
engagement metrics, such as contributions to
scientific advancement and/or societal well-
being. Enable academia and civil society to
participate in public-interest frontier Al R&D
with public compute, data access, and focused
research grants, to offset the high costs
associated with Al initiatives.
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Scale responsible Al with

technology enablement

As Al applications multiply at pace and the risk landscape grows more
complex, responsible Al technologies become indispensable — from
operationalized platforms to systemic enablement and continuous oversight.

Organization leaders

Key roadblocks that arise within the organization

Limited visibility into enterprise-wide Al usage and risks, impacts maintaining a systematic
and comprehensive inventory capturing all assets in use

Contending with technical debt from legacy technologies, exposing organizations to heightened Al risks
and security vulnerabilities (which also hinder the systematic implementation of technologies designed to
integrate trust and regulatory compliance into Al systems)

Actions for organization leaders

Systematize responsible Al: |dentify and use
dedicated technology solutions that support the
operationalization and scaling of responsible Al
tasks, including for and with agentic Al systems
(see Case study 9). Examples include:

— Real-time monitoring: Multiple technologies
can support continuous Al oversight. A
control plane offers centralized governance
across distributed systems, while monitoring
tools, sensors and agents enable real-time
tracking of system performance, security
events and adherence to responsible Al and
compliance metrics.

— Al agents: These can support in analysing
vast threat intelligence and delivering
real-time assessments.®” They may also
enhance risk management by scanning
and evaluating Al outputs against
responsible Al metrics and stress-testing
models for alignment.

— Red teaming: Efforts to proactively identify
Al system vulnerabilities and ensure
resiliency benefit from augmentation with

Human review bottlenecks, preventing automation of risk assessments for Al use cases and resulting in less
responsive processes

embedded technology solutions to ensure
evergreen testing against evolving risks.

Hardwire responsible Al controls into
enterprise Al infrastructure and solutions:
This incentivizes fluid adoption, accountability
and decreases the likelihood of risks being
overlooked. Employee upskilling initiatives

to make use of responsible Al technologies
within workflows may be needed (see Play

9) alongside upgrading legacy systems

to a modern digital core. This includes
integrating advanced data and Al management
tools that support seamless and secure data
and Al connectivity across the enterprise.®

Maintain sufficient human oversight: To
ensure accountability and offset limitations with
Al, e.g. hallucinations and reasoning gaps or
overreliance on Al outputs. The mandates and
cadence of human oversight must adapt to
increasingly autonomous and complex agentic
Al systems and their potential for unintended
consequences. There is an emerging market

of platforms that help automate key steps,
including Al system registration, risk assessment,
requirements assignment and compliance sign-
off, while supporting human oversight.
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CASE STUDY 9

Reinventing Al governance with Accenture’s Trusted Agent Huddle

Accenture, a global professional services company, has
been reimagining its marketing operations by integrating
responsible agentic Al directly into its cloud-based Al Refinery
platform.® To address increasing demand for faster, smarter
campaigns, the organization brought together multiple
autonomous agents to streamline traditional marketing
processes, cutting planning phase steps by 67% and
accelerating time to first draft by 90%. A recent feature,
called the Trusted Agent Huddle,*® has been introduced

to facilitate secure and observable agentic collaboration
across important ecosystem partners like Writer, Adobe and
Salesforce. This is intended to systematize responsible Al

practices directly into daily workflows, governing how agents
interact, share data and make decisions.

@ Key insight

Reinventing work through agentic Al shifts the focus from
automation to augmentation, unlocking new levels of
creativity, speed and strategic impact. These new ways

of working will require responsible Al capabilities — like the
Trusted Agent Huddle - to be systematically integrated into
workflows to ensure accountable collaboration at scale
between humans and Al agents.

@ Government leaders

Key roadblocks organizations encounter from the broader ecosystem

Limited incentives for the implementation of responsible Al technologies, focusing on investments in Al
innovation rather than the technologies to embed trust and regulatory compliance

Lack of audit mechanisms for third-party Al tools and systems, undermining risk management efforts
and hindering responsibility allocation and governance across the Al ecosystem

Investment uncertainties, due to the lack of established interoperability standards between legacy
systems and new technologies, and between Al systems and responsible Al technologies, discouraging

long-term investments

Actions for government leaders

— Promote R&D of responsible Al technologies:
Motivate a market for responsible Al technologies
with signals such as recognition, insurance
protection for Al liabilities®" or minimum design
thresholds for Al development (see Play 7).

— Promote interoperability between responsible
Al technologies: As technology-enabled
responsible Al becomes common practice,
companies will need common mechanisms to
assess each other’s approaches. Governments
should drive multistakeholder efforts to establish
interoperability parameters between partners
and upstream and downstream actors. Key
components to address include:

— Common standards: Taxonomies,
formats and communication protocols for
responsible Al metrics and audit data

— Interoperable application programming
interfaces (APIs): Shared definitions for
bias checks, red-teaming, observability (see
Case study 9), explainability, etc.

— System-to-system transparency
mechanisms: Traceability, documentation
and reporting structures that are comparable
across tools

— Standardized trust and risk mechanisms:
Dynamic trust assessments between Al
agents or systems

— Sandboxes: Environments for safe stress-
testing of responsible Al technologies

— Multistakeholder governance models:
Collaborations between government,
industry, academia and civil society help set
norms and resolve cross-border or cross-
sector inconsistencies
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% Play 9

Increase responsible Al literacy and
workforce transition opportunities

As organizations reinvent themselves around Al, fostering responsible

Al literacy and cross-disciplinary skills across the enterprise is critical to
prepare for cultural change, capability-building and talent transformation.
For governments, investing in Al education is foundational to a public
capable of informed decision-making in Al use and to a pipeline that meets
increasing business demand for responsible Al experts.

Organization leaders

Key roadblocks that arise within the organization

Gap between Al use and risk literacy: 53% of the US population reported using a generative Al tool.%?
However, only 1% were able to correctly answer all questions regarding basic Al literacy,® pointing to
vulnerabilities for individuals and organizations.

Actions for organization leaders

Invest in responsible Al literacy across
the organization: Embed literacy regarding
Al capabilities, limitations, risks, compliance
and ethical considerations into learning and
development offerings (see Case study 10).
Cross-functional training and change
management initiatives are needed to upskill
technical and non-technical workers. This can
decentralize risk management and enable

all employees to be informed users of Al,
cognizant of when escalation is needed for
support. In the long term, literacy will need to
account for evolving Al risks and regulations
and for variability in training needs for current

Al adopters and an Al-native future workforce.

C-suite underestimates worker concerns: 59% of workers express substantial concerns about the impact
of generative Al on job security. Yet only 29% of executives assume workers have concerns about job
loss.? This underestimation can lead to underinvestment in literacy and trust-building approaches.

Enhance literacy specificity with defined
policies and tooling: Integrate organizational
responsible Al policies and procedures into
training programmes. Upskill employees with
trainings tailored to approved Al tool use while
ensuring transferable skills.

Inform leadership decision-making with
employee listening: Define metrics to
measure Al adoption, the state of responsible
Al practices and trust across the workforce.
Then, use those insights to inform workforce
transition initiatives. Literacy strategies must
reflect and address the employees’ various
Al concerns that could hinder Al adoption
and responsible use (see Table 3). Establish
avenues for ongoing employee input to refine
trainings (see Play 1).

Advancing Responsible Al Innovation: A Playbook 33



TABLE 3 ‘ Literacy approaches tailored to different types of employee concerns

Employee concern | Tailored literacy approaches

Don’t see relevance
of Al tools

Struggle to use Al
tools or integrate
into work

Don’t understand
risks, limitations and
responsible use

Fear that Al will lead

to job displacement

Fear that Al will lead
to increased stress

— Ask employees to share examples of how Al is applied in their day-to-day lives, e.g. robotic vacuums
or voice assistants

— Showcase how Al has been applied in work contexts and the benefits provided

— Provide hands-on training

— Establish peer-based modalities, where employees can share challenges and successes in using Al

— Mandate foundational training to all workers
— Create role- and tool-based learning so that workers see how Al risk and limitations intersect with their workflows

— Make guidebooks of principles and recommended behaviours readily available

— Provide transparency regarding where Al is being deployed to replace or augment worker activities

— Invest in trust-building with employees, such as by showing how Al has upskilled, rather than replaced, employees

— When communicating Al adoption, use careful language to avoid the impression that the company prioritizes Al
over people — or that it anthropomorphizes Al agents as equal to human workers

— Balance increased employee output expectations that Al may afford with employee concerns of quality control,
talent decisions and stress that can come with scale

CASE STUDY 10
IKEA’s responsible Al literacy programme

Faced with Al’'s growing impact on retail operations, IKEA Key insight

recognized an urgent need to equip its global workforce with

the skills to interact with Al responsibly. They launched a global | Organizations should treat responsible Al literacy as a

Al literacy initiative tailored to employee roles. The programme long-term, organization-wide commitment by embedding
combines foundational Al knowledge with modules on it into workforce development strategies, encouraging
responsible Al and ethics training. In the programme’s first experimentation and integrating change management
year, over 4,000 employees were trained, with plans to reach to support cultural and operational shifts.

70,000 by 2026 and a company-wide rollout by 2027.%
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@ Government leaders

Key roadblocks organizations encounter from the broader ecosystem

The evolving Al literacy gap, caused by the rapid advancement of generative Al, is outpacing standardized
training frameworks. It is also creating a critical need for adaptive, resource-efficient literacy programmes
that can keep workforce development aligned with cutting-edge Al capabilities while ensuring responsible
implementation across diverse organizational contexts.

Actions for government leaders

Promote alignment on responsible Al literacy
foundations: Provide companies with clarity on
what constitutes a literacy baseline, such as by
defining standards, and support efforts to align
and document literacy foundations with experts
across sectors.

Create access to literacy and a pipeline

of experts: Enable responsible Al literacy
across the general population while supporting
specialized technical and socio-technical roles

in responsible Al. Support lifelong learning
programmes and PPPs and address the unique
literacy and access challenges that institutions,
researchers and educators face in academia.®
Jurisdictional approaches reveal various

actions to embed responsible Al appreciation
into education — from elementary through
professional levels — ensuring learners can use Al
and understand its societal impact. For example:

— The European Commission and OECD’s
Al Literacy Framework (AlLit) emphasizes
ethical reasoning, creativity and
digital responsibility.

The skilled workforce gap, caused by a shortage of cross-disciplinary talent necessary for responsible Al,
is an issue heightened in regions or sectors with limited access to relevant training or talent.

— Rwanda’s National Al Policy delineates
a multi-year implementation plan for
Al literacy.

— Al Singapore (AISG) embeds responsible
Al modules into its Al apprenticeship
programme and mid-career training.

— China’s national education guidelines
promote integration of ethical Al training
and design thinking into a comprehensive
digital curriculum.

— Malaysia’s Al Untuk Rakyat (Al for the
People) initiative is a self-learning online
programme aimed at demystifying Al for
individuals across ages and occupations.

— Al4K12 in the US introduces computational
thinking and responsible prompting
techniques to develop cognitive and
noncognitive skills in young learners.

Long-term planning is needed to account for
curriculum reform, a lag between policy and
workforce preparedness, and to ensure that Al
literacy is inclusive and accessible, distributed
across society.
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Conclusion

Organizations developing or adopting Al have an Looking ahead, end-to-end responsible Al ensures
outsized role in ensuring a trusted ecosystem for organizations have the necessary foundations
sustainable Al innovation and positive impact. to unlock opportunities in evolving and agentic
Shareholders, policy-makers and consumers alike Al capabilities, where trusted adoption depends
seek confidence that organizations are implementing | on robust governance. Governments, for their
robust responsible Al practices. This playbook part, will need to continue to encourage a
provides a series of actions to overcome internal context where industry, academia, civil society
and ecosystem roadblocks that organizations often and the public contribute to a holistic, trustworthy
encounter when implementing responsible Al. Al ecosystem.
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